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Abstract

In this Letter, we propose a new routing strategy with a single tunable parasmetdy based on local information of network topology. The
probability that a given nodiewith degreek; receives packets from its neighbors is proportionadttoln order to maximize the packets handling
capacity of underlying structure that can be measured by the critical point of continuous phase transition from free flow to congestion, the optima
value of« is sought out. Through investigating the distributions of queue length on each node in free state, we give an explanation why the
delivering capacity of the network can be enhanced by choosing the optirfakthermore, dynamic properties right after the critical point are
also studied. Interestingly, it is found that although the system enters the congestion state, it still possesses partial delivering cagalibiéswhi
not depend om. This phenomenon suggests that the capacity of the scale-free network can be enhanced by increasing the forwarding ability o
small important nodes which bear severe congestion.
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Since the seminal work on the small-world phenomenon byn this Letter, we address a new routing strategy based on the
Watts and Strogatid] and scale-free networks by Barabéasi andlocal information in order to maximize the capacity of huge
Albert [2], the evolution mechanism of the structure and thecommunication networks.
dynamics on the networks have recently generated a lot of inter- In order to obtain the shortest path between any pair of
est among physics communify,4]. One of the ultimate goals nodes, one has to know the whole network structure completely.
of the current studies on complex networks is to understanéiowever, the huge size of the modern communication networks
and explain the workings of systems built upon thgm13], and continuous growth of their structure make it usually an im-
and relatively, how the dynamics affect the network topologypossible task. Even though the networks are fixed, for the sake
[14-17] We focus on the traffic dynamics upon complex net-of routing packets along the shortest path, each node has to put
works, which can be applied everywhere, especially the vehiclall the shortest paths between any pair of nodes into its routing
flow problem on highway networks and the information flow table, which is also impractical for huge network size because
dynamic on interconnection computer networks. Some previef the limitation of node storage capacity. Therefore, In con-
ous works have focused on finding the optimal strategies fotrast to previous works allowing the data packets forwarding
searching target on the scale-free netw¢tl8j and others have along the shortest path, in our model, we assume each node
investigated the dynamics of information flow with respect toonly has the topology knowledge of it's neighbors. For simplic-
the packets handling capacity of the communication networkgy, we treat all nodes as both hosts and routers for generating
[19-25] however, few of which incorporate these two aspectsand delivering packets. The node capaditythat is the num-

ber of data packets a node can forward to other nodes at each
time step, is also assumed to be a constant for simplicity. In this
 Cormrespondi letter, we seC = 10.
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or regular networks, but the probability that a given node hadree state with no traffic congestion. Otherwise fr> R,

k connections to other nodes follows a power I1&¢k) ~ k7 n — r, wherer is a constant larger than zero, the system will
with 2 < y < 3. Barabasi and Albert proposed a famous simplecollapse ultimately. As shown ifig. 1, the order parameter
model (BA for short) called scale-free networg§, of which  versus generating rat® by choosing different value of para-
the degree distribution is in good accordance with real obsemetera is reported. It is easy to find that the capacity of the
vation of communication networks. We construct the networksystem is not the same for differeat thus, a natural ques-
structure following the same method used in R&i: start- tion is addressed: what is the optimal valuexofor maximiz-

ing from m fully connected nodes, a new node withlinks ing the network’s capacity? Simulation results demonstrate that
is added to the existing graph at each time step according tine optimal performance of the system corresponds4o—1

the rule of preferential attachment, i.e., the probability of being(seeFig. 2). Compared to previous work by Kim et §.8], one
connected to an existing node is proportional to the degree aif the best strategies is PRF (preferential choice, which means
that node. Here, we choose=5 and network siz&v/ =1000 the node with the larger degree has the higher probability to
fixed for simulations. Then our traffic model is described as fol-receive packets) corresponding to our strategy with 1. By

lows: at each time step, there aRepackets generated in the adopting this strategy a packet can reach its target node most
system, with randomly chosen sources and destinations, amdpidly without considering the capacity of the network. This
all nodes can deliver at most packets toward their destina- result may be very useful for search engine such as google,
tions. To navigate packets, each node performs a local seartiut for traffic systems the factor of traffic jam cannot be ne-
among its neighbors. If a packet’s destination is found within

the searched area, it will be delivered directly to its target, oth- 8
erwise, it will be forwarded to a neighbgrof nodei according
to the probability

o
_J
Yk
where the sum runs over the neighbors (searched area) of no=
i and« is an adjustable parameter. Once a packet arrives ¢
its destination, it will be removed from the system. We should
also note that the queue length of each node is assumed to
unlimited and the FIFO (first in first out) discipline is applied
at each queug3]. Another important rule called path itera-
tion avoidance (PIA) is that a link between any pair of nodes i<
not allowed to be visited more than twice by the same packet
Without this rule, the capacity of the network is quite low due
to many times’ unnecessary visiting to the same links by the
same packets, which does not exist in the real traffic System?—ig. 1. The order parametgrversusR for BA network with different free pa-
We note that PIA does not damage the advantage of local routameter. According to Eq(2), 5 is calculated from 10000 time steps. (Color
ing strategy. If each packet records the links it has visited, thisnline.)
rule can be easily implemented.

;= 1)

One of the most interesting properties of traffic systemisthe 56 —m™WM———F———F——F—————
packets handling and delivering capacity of the whole network. e .,-\ ]
As a remark, there is difference between the capacity of net- - L Ly
work and nodes. The capacity of each node is setto be constant.  “°[ .,l‘ \. ]
While the capacity of the entire network is measured by the crit- BLE g \ -
ical generating rat&k,. at which a continuous phase transition 2 '_i. n ]
will occur from free state to congestion. The free state refers , \
to the balance between created packets and removed packet§at %[ '\. ]
the same time. When the system enters the jam state, it means 20 . -
packets continuously accumulate in the system and finally few . [ l. ]
packets can reach their destinations. In order to describe the - \..
critical point accurately, we use the order paramgge: or n ]

. C{AN,) 5t ..Ill.. .

n(R) = lim — , (2) o L . ! . . ! . ! . | ..

=00 R At 2.0 -1.5 1.0 0.5 0.0 0.5 1.0
whereAN, = N(t + Ar) — N(t) with (---) indicates average o

over time windows of widtl¢ and N, (¢) represents the num-
ber of data packets within the networks at timéor R < R, Fig. 2. The criticalR, versusx. The maximum ofR. corresponds ta = —1
(AN,) =0 andn(R) = 0, indicating that the system is in the marked by dot line.
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Fig. 3. The queue length cumulative distribution on each node by choosingig 5. Average packets travel tinié)
differenta more than zero. Data are consistent with power-law behavior. (ColorC L

as a function ofr for differenta in the
ase ofR < R.. (Color online.)

online.)
T T geneous of each node like the degree distribution of random
100 L # | graph. From this aspect, we find that the capacity of the sys-
L A tem witha < O is larger than that witkk > 0. But it's still not
| P .A 1 the whole story, in fact, the system’s capacity is not only de-
B o=-05 n 1. ® 4 termined by the capacity of each node, but also by the actual
N : o - u ll ‘Ag ‘} path length of each packet from its source to destination. Sup-
S o= -2 AA 4 posing that if all packets bypass the nodes with large degree, it
A or ° 'y ’A i will also cause the inefficient routing for ignoring the important
A° e A ] effect of hub nodes on scale-free networks. By the competition
° A | . 1  of these two factors, the nontrivial value= —1 is obtained
B AA mmE ® AAA | corresponding to the maximal network’s capacity. In addition,
we note that according to E@L), the present strategy has no
F A oM A A3 cffect on homogeneous networks, such as random and regular
0.'1 EE— e — networks._ _ _
n The efficiency of the system can be characterized not only by
P the network capacity but also by the packets transmission speed.

. o . We investigate the average packets travel t{iffigas a function
Fig. 4. The queue length cumulative distribution on each nOde-by.Chgosm%f R for differenta in the free flow state. The packet travel time
differenta less than zeraP (n,) approximately exhibits a Poisson distribution. ) . ) o
(Color online.) is defined as the time that a packet spends from its origin to des-
tination. The average is taken over large quantities of packets
glected. Actually, average time for the packets spending on thfor a long periodt = 10 000. As shown itrig. 5, one can find
network can be also reflected by the system capacity. It will inthat in the steady statél') is almost independent &&. This be-
deed reduce the network’s capacity if packets spend too mudtavior can be explained by the facts that the routing strategy is
time before arriving at their destinations. only related with the topological information and no congestion
To better understand why = —1 is the optimal choice, we occurs in the steady state. Moreover, one can find that the larger
also investigate the distribution of queue length on each nodthe value ofx, the shorter théT'). The shor{T) is ascribed to
with different « in the stable statelrig. 3 shows that when the hub effect of large degree nodes. For laxgehe packets
a > 0, the queue length of the network follows the power-lawtend to be delivered to the large degree nodes, and packets in
distribution which reflects high heterogeneous traffic on eaclthose nodes with large searched area can find their destinations
node. Some nodes with large degree bear severe traffic congegith large probability. Therefore, increasiagcan reduce the
tion while other nodes hold few packets. This heterogeneouaverage packets travel time, and in the cask ef R., largera
behavior is more obviously corresponding to the slope reduceorresponds to higher transmission speed.
tion with « increased from zero. But due to the same delivering The behavior in jam state is also interesting for alleviating
capacity of all nodes, this phenomenon will undoubtedly datraffic congestionFig. 6 displays the evolution oV, (z) (i.e.,
harm to the system capacity because of the severe overburdentbé number of packets within the network) with differeRt
small quantities of nodes. In contrastiig. 3, Fig. 4shows bet- « is fixed to be—1.5 and R, for « = —1.5 is 39. All curves
ter condition of the networks with queue length approximatelyin this figure can be approximately separated into two ranges.
displaying the Poisson distribution which represents the homorhe starting section shows the superposition of all curves which
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Fig. 6. The evolution ofv,, for R > R.. Here,a. takes—1.5 corresponding to Fig. 8. The network capacitg. as a function ofz. (Color online.)

the critical pointR. = 39. (Color online.)

other nodes can still work. Therefore, the congestion of the sys-

ul '(al) R (Ib) T, '] temcanbe alleviated just by enhancing the processing capacity
- . . At a of a small number of heavily congested nodes. Furthermore,
2 _/ I /‘ K _47 /1 we study the critical poinR. affected by the link density of
" | _/ [ o1 [ A0 J’t ] BA network. As shOV\_/n irFig. 8 increment ofn considerably
5 [/ o | | o oe=-15 p/f ] enhances the capacity of BA network measuredRbydue to
a8t =2 / 4 st o 4 the fact that with high link density, packets can more easily find
% i ./ A L 1 their target nodes.
6 i _' A /’ i 6 i i Motivated by the problem of traffic congestion in large com-
4 44 1t ‘7. 4 munication networks, we have in_troduced a new routing strat-
_,-’ A /o ] ‘7 ] egy only based on Iocgl mformathn. I.nfluen.cgd by two factors
2 & AA‘ . 1 2r ‘;’. . of each node’s capacity and navigation efficiency of packets,
. S P ] ] . - ] the optimal parameter = —1 is obtained for maximizing the
e e e e whole system’s capacity. Dynamic behavior such as increase
0 10 20 30 40 50 60 0 5 10 15 20 25 velocity of N, in the jam state shows the universal properties
R R-R which do not depend om. In addition, the property that scale-

free network with occurrence of congestion still possesses par-
Fig. 7. The ratio betweeA N, and time step interval\r versusR (a) and  tjal delivering ability suggests that only improving processing
versu_stI?C the_rescaling oR (b) for differentw. In (b) th_ree curves coI_Iapse ability of the minority of heavily congested nodes can consid-
to a single line with the slope 0.7 marked by a dashed line. (Color online.) . L.

erably enhance the capacity of the system. The critical value

R, depending om: is also investigated. Our study may be use-
can be explained by the fact that few packets reach their destiul for designing communication protocols for large scale-free
nations in a short time so that the increasing velocityvgfis ~ communication networks due to the local information the strat-
equal toR. Then after transient time&y,, turns to be a linear egy only based on and the simplicity for application. The results
function of¢. Contrary to one’s intuition, the slope of each line of current work also shed some light on alleviating the conges-
is not R — R.. We investigate the increasing speed\yf de-  tion of modern technological networks.
pending onR by choosing different parameter In Fig. 7(a), Finally, it is worthwhile to emphasize that this PIA routing
in the congestion stat¥,, increases linearly with the increment algorithm does not damage the advantage of local routing strat-
of R. Surprisingly, aftere axis is rescaled to b® — R, three  egy. If each packet records the links it has visited, the PIA can
curves approximately collapse to a single line with the slopée easily performed. One can find that this rule does not need
~ 0.7 in Fig. 7(b). On one hand, this result indicates that in thethe global topological information. Therefore, we think this rule
jam state wherR is not too large, the dynamics of the system dois reasonable and can considerably enhance the network capac-
not depend orx. On the other hand, the slope less than 1 revealdy. By the way, because of the homogeneity of the regular and
that not all theR — R, packets are accumulated per step in therandom networks, our routing strategy has no effect on these
network, but about 30 percent packets do not pass through artywo kinds of networks and the packets moves like a random
congested nodes, thus they can reach their destinations withowglk. The process of random walk has been analyzed theoreti-
contribution to the network congestion. This point also showsally, wherein the probability of a packets found in a given node
that whenR is not too large in the congestion state, the con-is proportional to the degree of that node, and this result is in-
gested nodes in the network only take the minority, while mostiependent of the networks struct(i2é].
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